Improved mapping functions for atmospheric refraction correction in SLR
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[1] We present two new mapping functions (MFs) to model the elevation angle dependence of the atmospheric delay for satellite laser ranging (SLR) data analysis. The new MFs were derived from ray tracing through a set of data from 180 radiosonde stations globally distributed, for the year 1999, and are valid for elevation angles above \(3^\circ\). When compared against ray tracing of two independent years of radiosonde data (1997–1998) for the same set of stations, our MFs reveal submillimetre accuracy for elevation angles above \(10^\circ\), representing a significant improvement over other MFs, and is confirmed in improved solutions of LAGEOS and LAGEOS 2 data analysis.
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1. Introduction

[2] The main accuracy-limiting factor in modern space geodetic techniques, such as the Global Positioning System (GPS), very long baseline interferometry (VLBI), and satellite laser ranging (SLR), is atmospheric refraction.

[3] The atmospheric refraction modeling at radio wavelengths has improved significantly in the last decade and high accuracy models and data processing strategies are available (see Mendes [1999] for a review). Such progress contrasts sharply with the situation at optical wavelengths, where most data analysis is still being performed with the Marini-Murray refraction model [Marini and Murray, 1973], developed in the early 1970s. Better atmospheric refraction modeling is of great importance in reducing the error budget in SLR measurements in high-precision geodetic and geophysical applications, such as the study of spatial and temporal variations in the Earth’s gravity field, the monitoring of vertical crustal motion, and the prospect of a more robust combination of solutions from different space techniques.

2. Atmospheric Refraction

[4] For modeling purposes, the atmospheric refraction can be explicitly written as the contribution of a hydrostatic and a wet component, each one consisting of the product of the delay experienced in the zenith direction and a mapping function (MF) that models the elevation angle dependence of atmospheric refraction (e.g. Mendes [1999]):

\[
d_{\text{atm}} = d_{\text{h}} \cdot m_h(e) + d_{\text{w}} \cdot m_w(e),
\]

where \(d_{\text{atm}}\) is the atmospheric refraction at a given (unrefracted) elevation angle \(e\), \(d_{\text{h}}\) and \(d_{\text{w}}\) are the hydrostatic and wet zenith delays (ZDs), and \(m_h(e)\) and \(m_w(e)\) are the hydrostatic and wet MFs, respectively.

[5] Due to the small contribution of water vapor to atmospheric refraction at visible wavelengths, we can consider a single MF for SLR. In this case, we have:

\[
d_{\text{atm}} = d_{\text{atm}}^z \cdot m(e),
\]

where \(d_{\text{atm}}^z\) is the total zenith propagation delay and \(m(e)\) the (total) MF.

[6] The one-way propagation delay experienced by a laser signal in the zenith direction is defined as

\[
d_{\text{atm}}^z = 10^{-6} \int_{r_a}^{r_a} N \, dz,
\]

where \(N\) is the group refractivity, \(r_a\) is the geocentric radius of the laser station, \(r_a\) is the geocentric radius of the top of the neutral atmosphere, and \(dz\) has length units.

[7] Marini and Murray [1973] developed a full model for atmospheric refraction modeling that is currently recommended by the International Earth Rotation Service Conventions [McCarthy, 1996]. For this model, valid for elevation angles greater than \(10^\circ\), there is no clear separation between the ZD and the MF.
[8] Saastamoinen [1973] also developed a full model, which allows easy separation of the ZD model and MF, but again is only valid for elevation angles above 10°.


3. Mapping Function Development

[10] The functional model of our new MFs is based on a truncated form of the continued fraction in terms of 1/sin(θ) [Marini, 1972], normalized to unity at the zenith:

\[ m(\theta) = \frac{1 + \sum_{i=1}^{I} a_i \sin^i \theta}{1 - \sum_{j=0}^{J} c_j \sin^j \theta} \quad \text{(4)} \]

[11] Such a functional model has already been used as the basis of mapping functions for radio wavelengths with acknowledged success (e.g. Niell [1996]).

Table 2. Statistics for Mapping Functions and Full Refraction Models (in Bold)

<table>
<thead>
<tr>
<th>ε (°)</th>
<th>Model</th>
<th>mean (cm)</th>
<th>std (cm)</th>
<th>r.m.s. (cm)</th>
<th>max (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15°</td>
<td>M-M</td>
<td>0.76</td>
<td>0.26</td>
<td>0.80</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>FCULa</td>
<td>-0.03</td>
<td>0.16</td>
<td>0.16</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>FCULb</td>
<td>-0.03</td>
<td>0.16</td>
<td>0.16</td>
<td>0.35</td>
</tr>
<tr>
<td>10°</td>
<td>FCULz</td>
<td>0.46</td>
<td>0.23</td>
<td>0.51</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>SAAS</td>
<td>-0.01</td>
<td>0.63</td>
<td>0.63</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>Y-W</td>
<td>-1.09</td>
<td>0.38</td>
<td>1.16</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>M-M</td>
<td>0.93</td>
<td>0.61</td>
<td>1.11</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>FCULa</td>
<td>-0.03</td>
<td>0.44</td>
<td>0.44</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>FCULb</td>
<td>-0.02</td>
<td>0.49</td>
<td>0.49</td>
<td>1.03</td>
</tr>
<tr>
<td>6°</td>
<td>FCULz</td>
<td>0.66</td>
<td>0.48</td>
<td>0.82</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>SAAS</td>
<td>-0.48</td>
<td>2.03</td>
<td>2.08</td>
<td>5.83</td>
</tr>
<tr>
<td></td>
<td>Y-W</td>
<td>-1.06</td>
<td>1.06</td>
<td>1.50</td>
<td>2.94</td>
</tr>
<tr>
<td></td>
<td>M-M</td>
<td>-7.13</td>
<td>2.20</td>
<td>7.37</td>
<td>9.83</td>
</tr>
<tr>
<td></td>
<td>FCULa</td>
<td>0.10</td>
<td>1.59</td>
<td>1.60</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>FCULb</td>
<td>0.13</td>
<td>1.82</td>
<td>1.84</td>
<td>3.60</td>
</tr>
<tr>
<td>90°</td>
<td>FCULz</td>
<td>1.06</td>
<td>1.61</td>
<td>1.92</td>
<td>4.15</td>
</tr>
<tr>
<td></td>
<td>SAAS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Y-W</td>
<td>0.37</td>
<td>3.52</td>
<td>3.54</td>
<td>9.66</td>
</tr>
</tbody>
</table>

[12] The development of the new functions is based on ray tracing (for details on this procedure see, e.g., Mendes [1999]) through one full year (1999) of radiosonde data from 180 stations, globally distributed, with a variable number of balloon launches per day. For one of the stations (Diego Garcia, British Indian Ocean Territory) we have used data from 1998, due to lack of data in 1999. The radiosonde data consists of height profiles of pressure, temperature, and relative humidity. The heights for all levels were calculated from reported temperature and pressure using the hypsometric equation [Dutton, 1986]. As recommended by the International Association of Geodesy [IUGG, 1999], the group refractivity was computed using the procedures described in Ciddor [1996] and Ciddor and Hill [1999].

[13] The ray tracing procedure was performed at 22 elevation angles (3°, 4°, 5°, 6°, 8°, 10°, and every 5° thereafter), and tuned for the most-used SLR wavelength (\(\lambda = 532\) nm). For each radiosonde launch we have determined (in a least-squares sense) the coefficients \(a_i, a_j, (i = 1, 2, 3)\) in equation (4). All coefficients deviating significantly from the average (using a 4-sigma threshold) were considered outliers and removed, resulting in acceptance of a total of 87,766 sets of coefficients. After a preliminary analysis of the dependence of the coefficients on the different site locations and meteorological data, we adopted two different parameterisations and the coefficients in equation (4) were subsequently written as functions of the selected parameters.

[14] One parameterisation of the MF (FCULa) requires both site location and meteorological (surface temperature) data; the coefficients of the MF have the following mathematical formulation:

\[ a_i = a_0 + a_{1i} \theta + a_{2i} \cos \phi + a_{3i} H, \quad (i = 1, 2, 3) \quad \text{(5)} \]

where \(\theta\) is the temperature at the station in Celsius degrees, \(\phi\) is the station latitude, and \(H\) is the orthometric height of the station, in metres.

[15] The second MF (FCULb) does not depend on any meteorological data and follows the reasoning behind the model developed by Niell [1996] for radio wavelengths. For this function, the coefficients have the following form:

\[ a_i = a_0 + (a_{1i} + a_{2i} \varphi^2) \cos \left( \frac{2\pi}{365.25} (doy - 28) \right) + a_{3i} H + a_{4i} \cos \phi, \quad (i = 1, 2, 3) \quad \text{(6)} \]

where \(\varphi\) is the latitude of the station, in degrees, and \(doy\) is the decimal day of year (UTC days since the beginning of the year). We have adopted the value of the phase of 28 days obtained by Niell [1996], but in our approach simple functions replace the interpolation schemes for day of year and latitude used by Niell. The different coefficients for these functions are listed in Table 1.

[16] The advantages of the new MFs are obvious. They represent simpler expressions than those used by the Marini-Murray model and allow the use of better ZD models; their parameterisation depends on a readily available meteorological parameter value (the surface temperature at the site) and site location.

Table 3. Statistics for the Marini-Murray and Saastamoinen ZD Models (Total Zenith Delay)

<table>
<thead>
<tr>
<th>ε (°)</th>
<th>Model</th>
<th>mean (cm)</th>
<th>std (cm)</th>
<th>r.m.s. (cm)</th>
<th>max (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90°</td>
<td>M-M</td>
<td>1.19</td>
<td>0.58</td>
<td>1.33</td>
<td>2.00</td>
</tr>
<tr>
<td>90°</td>
<td>SAAS</td>
<td>1.18</td>
<td>0.56</td>
<td>1.30</td>
<td>2.04</td>
</tr>
</tbody>
</table>
information, or, alternatively and with a small degradation in performance, site location information and day of year (the prediction of the zenith delay requires, however, accurate measurements of surface pressure). Finally, these new MFs permit the analysis of data taken at low elevation angles and are more accurate than other mapping functions at all elevation angles.

4. Model Assessment

[17] The following analysis is based on the overall performance of the MFs, when tested against 2 years of radiosonde data (1997–1998), for the same set of 180 stations, for a total of over 163,000 benchmark values.

[18] In general, FCULa performs better than FCULb (at the millimetre level), with the largest differences between the two functions found in Asia and the southwest Pacific (Figure 1 shows the global performance of FCULa, for $\epsilon = 10^\circ$). As presented in Table 2 (all statistics given in the tables and elsewhere in the paper are based on the differences between the model predictions and the ray-traced values, i.e., model minus trace), the r.m.s. for FCULa is about 1 mm, 4 mm and 16 mm, at elevation angles of $15^\circ$, $10^\circ$, and $6^\circ$, respectively. This table shows both the two-year-averaged values for the mean, standard deviation (std), and r.m.s. for the total number of differences and maximum (max) r.m.s. value obtained at any radiosonde station, for the same period.

[19] The performance of FCULa degrades from low to high latitudes, mainly due to the higher seasonal variation of the surface temperature. At $6^\circ$ elevation angle, for example, the overall r.m.s. increases from $\sim 1$ cm, for the latitude range $15^\circ$S–$15^\circ$N, to more than 2.5 cm, for stations at latitudes greater than $75^\circ$ (absolute values). There are no significant differences in performance in the different hemispheres.

[20] Comparison of the new mapping functions against those of Saastamoinen [1973] and Yan and Wang [1999] indicates a clear improvement (see Table 2). The Saastamoinen (SAAS) MF has an overall r.m.s. of 2.1 cm at $10^\circ$ elevation angle (this function cannot be used below this cut-off angle), more than four times worse than FCULa (see Table 2). It performs significantly worse for high latitude stations, reaching an r.m.s. of almost 6 cm for the Antarctic region. The MF developed by Yan and Wang (Y-W) performs better than Saastamoinen’s but worse than either of our functions (see Figure 1). The new MFs are particularly better in low-latitude regions (especially North Africa and the Middle East), where Y-W
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**Figure 1.** Two-year average r.m.s. of the differences (model minus ray tracing), at $10^\circ$ elevation angle. Plots on the left represent MF errors for FCULa and Y-W; plots on the right represent the combined error of ZD and MF for M-M and FCULz (see text for details). Small triangles represent the locations of the radiosonde sites used in this study.
shows r.m.s. values near 3 cm, for $\epsilon = 10^8$ (the overall r.m.s. for this elevation angle is 1.5 cm - see Table 2). The higher r.m.s. values may reflect the limitations of the estimated coefficients, which are based on a standard atmosphere model.

[21] In order to compare the new MFs against the Marini-Murray (M-M) model we have adopted the Saastamoinen ZD model [Saastamoinen, 1973, 107, p. 32] for combination with FCULz (the full model is named FCULZ for discussion purposes). As we can see in Table 3, the ZD models by Saastamoinen and Marini-Murray have virtually the same accuracy (and will not therefore bias our comparison). We have adopted the Saastamoinen ZD model, as his formulation is much simpler and requires less input data (note that both models introduce a slight bias in ZD prediction). The results of this comparison show an overall improvement at the few millimetre level, for $\epsilon = 10^8$, as shown in Figure 1. This improvement is significantly larger for lower elevation angles, proving that the new MFs are better than the one embedded in the M-M model.

[22] In order to confirm the higher accuracy of the new MFs, we have analyzed two years (1999–2000) of SLR data (LAGEOS and LAGEOS 2) with both FCULz and M-M, with an elevation angle cut off set to $10^\circ$, to avoid the introduction of any bias in the solution with M-M (details of this analysis are given in a forthcoming paper). Even though the number of ranges taken below $20^\circ$ tends to be too small to make any large difference, the improvement due to the use of the new MFs is evident in both the estimated station heights and the adjusted tropospheric ZD biases. For the thirty sites that were present in these solutions, the average height adjustment showed a 2% reduction in the mean and an even more significant 8% reduction in variance. At the same time, the proper apportioning of model error resulted in an average increase of 7% for the ZD biases with an insignificant variance increase of only 0.8%. A simultaneous estimation of the terrestrial GM (which determines dynamically the global scale), resulted in statistically insignificant changes at the 0.04 ppb level, indicating a robust definition of global scale from SLR which is practically impervious to atmospheric correction errors.
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